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                                                            Part - A (10 x 2 = 20) 
                                                         Answer all the questions
1. What is tree pruning in decision tree induction?
2. State the advantages of Bayesian Belief Network. 

3. State: Bayesian Theorem.
4. What is rule-based classification? Give an example.
5. State few differences between SVM and neural network.
6. What are the types of data in Cluster analysis?
7. Elucidate the difference between k-means and k-Medoid.
8. What are the advantages of hierarchical clustering?
9. Define nominal variable.

10. What are vector objects? Mention is application areas.
                                                      Part - B (5 x 13 = 65)
11. (a) Explain the steps involved in Classification of data by Decision Tree Induction 
     Algorithm.



                                           Or

(b) i) Explain Bayesian belief networks with example
 (5)
     ii) What is Support Vector Machine? Explain with example.
 (8)
12. (a) Explain the methods involved in Rule Based Classification?


                                                      


Or
(b) Explain Classification by Back Propagation with an example.
13. (a) (i) What is k-nearest neighbor algorithm? Explain with an example.
  (7)               

           (ii) Explain the Linear and Non Linear Regression with example.                              (6)


Or

      (b) Explain the k-means and k- medoids Partitioning methods.
14. (a) Explain the two Hierarchical methods of Cluster Analysis with example.






   Or


(b) Explain the Fuzzy Clustering with an example.
15. (a) Explain the Expectation – Maximization Algorithm with an example.




Or
      (b)  Explain how High Dimensional data are clustered using Biclustering and Outlier Analysis? 
    
Part - C (1 x 15 = 15)
             16. (a) Explain the steps involved in Bayesian Classification method with an example.


Or

 (b) Explain the DBSCAN method for Density- Based Clustering with an example.
