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    Part - A (10 x 2 = 20) Answer all the questions

1. What is Data mining? 

2. Why data preprocessing is essential?

3. Define: Noisy data.
4. List the three methods of data normalization.

5. What is Concept Hierarchy? Give an example.
6. What is meant by Association Rules?
7. Define support and confidence of a rule.

8. State the Apriori Property and List the steps involved in Apriori algorithm.

9. Give example for single-dimensional and multi-dimensional association rules.
10. Define Classsification.
Part - B (5 x 13 = 65)
11. (a) Explain the steps involved in Data preprocessing with necessary diagram.



                                           Or

(b)Explain Data Cleaning and its techniques with example
12. (a) What are the methods involved in Data Integration and Transformation?


                                                      Or
(b) Explain Data Discretization and Concept hierarchy generation.
13. (a) (i) Define Data Reduction and Explain the strategies used in data reduction? (5)               

           (ii) Explain any four Data Reduction Techniques.                                            (8)


Or

      (b) (i) Explain Association Rules and their working.                                                        (5)

     (ii) Explain the process involved in Association Rule Mining and their applications (8)
14. (a) State and Explain the Apriori algorithm for Mining frequent itemset with candidate 


    generation with example






   Or


(b) Explain the algorithm for Mining frequent itemset without candidate generation.
15. (a) Explain how various kinds of Association rules are mined.





                                            Or
                   (b)
 (i) Explain any five differences between Classification and Prediction.            (5)


 (ii) Explain the preprocessing steps involved in Classification and Prediction. (8)
    Part - C (1 x 15 = 15)
             16. (a) (i) Explain the four techniques of Attribute Subset Selection with example.      (5)
                        (ii) Explain the Steps of KDD with a neat diagram.                                             (10)



Or

 (b) Generate all the frequent itemsets from the following transaction database using Apriori algorithm :



Tid
: T1         T2        T3      T4        T5        T6          T7         T8       T9


Items
: 1,2,3     2,4        2,3      1,2,4    1,3        2,3        1,3       1,2,3,5   1,2,3
 

